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ABSTRACT

The abundant research on lexical access in the last
30 years has shown that context effects such as lex-
ical status, morphological complexity, and neigh-
borhood density can affect word recognition. Very
little research has investigated interactions between
perceptual distinctiveness and context effects. This
study used a spoken word recognition in noise ex-
periment with German words and nonwords to re-
search this interaction. Results showed a processing
advantage for monomorphemic words over bimor-
phemic words, and that listeners are particularly sen-
sitive to morphological information when presented
with highly confusable stimuli.

Keywords: Detection theory, noise, confusion, Ger-
man, bias

1. INTRODUCTION

Spoken word recognition is known to be a complex
process of integrating acoustic, lexical, and gram-
matical information. Lexical information can be
used to recover degraded acoustic information, as in
the phonemic restoration effect [14]. Morphologi-
cal information has also been shown to affect lexical
access [12, 7]. Few studies to date have investigated
the effects of lexical and grammatical information in
degraded spoken word recognition. This experiment
is designed to discover how morphological and fre-
quency information might be used by listeners hear-
ing a degraded acoustic signal.

2. METHOD

2.1. Participants

Thirty-two paid participants were recruited via flyer
from the University of Konstanz. All participants re-
ported being native speakers of German and having
no known hearing impairments.

2.2. Materials

The stimuli consisted of CVCCVC trochees, in-
cluding 150 nonwords and 150 German words
(75 monomorphemic and 75 bimorphemic). The

words included nouns and adjectives with and with-
out inflectional suffixes, selected from the CELEX
database [1]. The monomorphemic and bimor-
phemic words were matched for lexical frequency
and neighborhood density. The nonword stimuli
were generated from the distribution of phonemes
in the word stimuli, which ensured that the word
and nonword lists were largely phonotactically bal-
anced. A subset of the materials excluding stimuli
which contained post-vocalic ö are reported in the
analysis here, including 94 nonwords, 36 mono- and
43 bimorphemic words.

The stimuli were recorded at the University of
Michigan in an anechoic chamber directly into .wav
format with a sampling rate of 44.1 kHz. Each
item was read by a male speaker of German embed-
ded in the carrier phrase “Sagen Sie ___ einmal”.
Each stimulus was extracted from the carrier phrase,
padded with 100 ms of silence on both sides, and
amplitude-normalized.

2.3. Procedure

The stimuli were presented to the participants in iso-
lation over closed headphones in a quiet room. The
stimulus presentation and response collection was
controlled by software developed in Matlab, which
mixes signal-dependent noise [11] with the recorded
stimuli, and allows for the collection of open re-
sponse data typed in via the keyboard. Two dif-
ferent signal-to-noise-ratios (S/Ns) — 2 dB and 7
dB — were determined from pilot results. Half of
the participants heard the stimuli presented at S/N
= 2 dB and half at S/N = 7 dB. Listeners were in-
structed that they would hear disyllabic words and
nonwords mixed with noise, and that they should
type what they hear, using standard German orthog-
raphy.

The experiment began with two practice blocks
(one word, one nonword) of 10 stimuli each, in or-
der to familiarize the participants with the task. The
main experiment consisted of 20 blocks of 15 stim-
uli each; to make the task less demanding for par-
ticipants, stimuli were blocked according to lexical
status. Participants only heard each stimulus once,
but had no time limit to type in their answer.
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2.4. Analysis
The data were analyzed using the j-factor model
[4], which provides a measure of the number of in-
dependent units in a stimulus. A finding of j = n
(where n is the number of phonemes in the stim-
ulus) is interpreted as evidence that phonemes are
perceived independently of one another. Previous
studies [4, 10, 2] have consistently found j = 3 for
CVC nonwords, and j ≈ 2.5 for CVC words, which
has been interpreted as a response bias for words [8].

3. PREDICTIONS
Although no studies to date have used the j-factor
model to analyze disyllabic stimuli, several predic-
tions can be made based on previous studies using
the j-factor model with CVC stimuli [4, 10, 2].

1. jnonword ≈ 6. This result would provide ev-
idence that phonemes in nonwords are per-
ceived independently of one another.

2. jword ≈ 5. Given that previous studies using
CVC stimuli have found jword ≈ 2.5 [4, 10, 2],
it is logical to hypothesize that jword will be
twice as large for CVCCVC stimuli.

3. jbi > jmono. This prediction follows from the
hypothesis that morphological units are stored
in the lexicon, and that increasing the number
of morphemes in a word should add to the num-
ber of independent units.

4. jword ∝ density: Neighborhood density pro-
vides an inhibitory effect, such that words in
dense neighborhoods are more difficult to pro-
cess than words in sparse neighborhoods [2].

5. Listeners rely more heavily on lexical and
grammatical information in the absence of
clear acoustic information. Thus, effects of
morphology should be greatest for highly con-
fusable stimuli.

4. RESULTS AND DISCUSSION
Results of the j-factor analysis are shown in Fig-
ure 1.

4.1. Lexical Status
As predicted, nonwords had significantly higher j-
scores than words, which is consistent with previous
studies using the j-factor model [4, 10, 2], and can
be interpreted as a bias towards words. The actual
values for j are somewhat unexpected. The result of
jnonword ≈ 5.05 is substantially lower than the pre-
dicted value of 6. There are several explanations for
this result. It is possible that the nonwords chosen
in this experiment had a particularly high phonotac-
tic probability, resulting in a lesser degree of per-
ceptual independence than expected. Stimuli with

Figure 1: j-factor results — Each point represents
the average results for one subject. Curves rep-
resent y = x j, where j is the mean from each
group. Statistics shown are from paired t-tests
(one-tailed); before computing the statistics, all
points lying in the floor or ceiling ranges (> .95
or < .05) were removed, but are still shown on the
plot.
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high phonotactic probability should have a lesser de-
gree of perceptual independence than those with low
phonotactic probability, which should be reflected in
lower j-scores. However, results of a separate anal-
ysis of phonotactic probability analysis do not sup-
port this hypothesis. Another explanation is that the
stimuli were all trochees (i.e. disyllables with initial
stress), and therefore the set of 4 possible vowels
for the second vowel were highly restricted (/U I @
O/ compared to the set of 18 possible vowels for the
first vowel (/i I y Y e E ø œ u U o O a a: @ ay Oy au/).

In addition, the result of jword ≈ 3.34 is also lower
than predicted. This is likely partially due to the
trochaic syllable structure of the words, as for the
nonwords, but it is also possible that bias towards
words does not scale linearly with word length. Ad-
ditional research using stimuli of a variety of lengths
can address these questions.

4.2. Morphology
As predicted, j of bimorphemic words was signif-
icantly higher than that of monomorphemic words
( jbi = 3.97, jmono = 2.71, p < .0001). This is evi-
dence that monomorphemes have a greater amount
of lexical context than bimorphemes. Each phoneme
in a monomorphemic word contributes to the mean-
ing of the word, while phonemes part of an inflec-
tional suffix in bimorphemic words do not contribute
to the meaning of the word, but serve only a gram-
matical function.

4.3. Neighborhood Density
The effect of neighborhood density was also inves-
tigated. Two different metrics of neighborhood den-
sity were computed: a phonological and a phonetic
measure. The phonological measure simply counted
the number of words differing by only phoneme
(see [9]), while the phonetic measure weighted
each neighbor according to perceptual confusability
based on confusion matrices from the nonword data,
(see [6, 2]). Sparse and dense groups were created
from the word list using a median split. As shown
in Figure 1, the effect of neighborhood density was
significant using both the phonological and the pho-
netic measure, though the phonetic measure shows
a much larger effect, as measured by the difference
in j. Subsequent linear regression analyses showed
that the phonetic measure accounted for 14.5% of
the variation in j (F(1,182) = 13.78, p < .001),
while the regression analysis using the phonological
measure was not significant. These results are con-
sistent with previous results using the j-factor model
[2, 3], and underscore the importance of including
detailed perceptual information in models of spoken
word recognition.

4.4. Perceptual distinctiveness, morphology,
and response Bias

As predicted, the mean j of monomorphemic words
was significantly lower than that of bimorphemic
words. This can be interpreted in several non-
mutually exclusive ways. One interpretation is
that morphemes add to the overall number of in-
dependent units of a word. Another interpreta-
tion is that bimorphemic words are less predictable
than monomorphemic words, and therefore the
phones are less independent of one another than
in monomorphemic words. Consider two words,
one monomorphemic and one bimorphemic, with
an equal number of neighbors. The bimorphemic
neighbor will likely (and in the case of the Ger-
man certainly) include neighbors which share the
same lemma, whereas the monomorphemic words
should not include such neighbors. A listener pre-
sented with a bimorphemic word whose neighbors
share the same root must rely on wordform fre-
quency rather than lemma frequency as a predictor
of which response is more probable. This is prob-
lematic, as several studies have shown that listeners
are more attuned to lemma frequency than wordform
frequency [5, 13]. If listeners are primarily depend-
ing on lemma frequency to make educated guesses,
then they must use a strategy based on something
other than lemma frequency when choosing between
bimorphemic neighbors differing only in their final
consonant. Such a strategy could include raw acous-
tics and knowledge about the distribution of affixes.

These strategies can be tested by investigating the
degree of acoustic salience and response bias in the
data. The final consonants in the bimorphemic stim-
uli were restricted to the phonemes /ö s m n/, which,
along with /@/ constitute all of the possible inflec-
tional endings for nouns and adjectives in German.
Two of these, /m/ and /n/ are known to be highly
confusable with one another. In addition, /n/ occurs
as an inflectional ending much more frequently than
/m/. Thus it is highly probable that both acoustic fac-
tors as well as response bias could be playing a role
in the perception of these two final consonants. In
order to investigate this further, a Signal Detection
Theory (SDT) analysis was carried out.

To carry out the SDT analysis, the original con-
fusion matrices for each S/N were transformed into
2x2 submatrices. An SDT analysis was then applied
to each submatrix. From the results shown in Ta-
ble 1, several conclusions can be drawn — (1) in the
absence of lexical context effects (i.e. in the non-
word condition), /m/ and /n/ are highly confusable,
with a small bias towards /n/, (2) /m/ and /n/ are per-
ceived as most distinct in the monomorphemic con-
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Table 1: Signal Detection Theory analysis of /m/
and /n/ submatrix in final position. For this analy-
sis /m/ is considered to be the target stimulus. Pos-
itive values of c indicate a bias towards /n/. The
final two columns list the total number of presen-
tations of /m/ and /n/ which were used to compute
the SDT analysis

d′ c /m/ /n/

Nonwords
lower S/N (2 dB) -0.182 0.555 240 240
higher S/N (7 dB) 0.664 0.743 240 240

Bimorphemes
lower S/N (2 dB) 1.616 0.984 128 352
higher S/N (7 dB) 1.913 0.556 128 352

Monomorphemes
lower S/N (2 dB) 3.514 0.239 48 192
higher S/N (7 dB) 4.733 -0.060 48 192

dition, and (3) bias towards /n/ is greatest in the bi-
morphemic case. The increase in distinction in the
monomorphemic case can be interpreted as a result
of the greater ability to distinguish between neigh-
bors based on lexical frequency information. The
bias towards /n/ in the bimorphemic case can be
interpreted as evidence that listeners are exploiting
the fact that the /n/ ending occurs most frequently
among all possible inflectional endings in German,
and they are therefore choosing /n/ more frequently.
The results of the SDT analysis show that listeners
seem to be depending on a combination of acoustics,
lemma frequency, and morphological distribution to
make their decisions.

5. CONCLUSION

This experiment has addressed several context ef-
fects in spoken word recognition. The j-factor anal-
ysis showed that phonemes are perceived roughly in-
dependently of one another in nonwords, and that
there is a strong bias towards words over nonwords.
Morphology also can effect spoken word recog-
nition, in that j was significantly higher for bi-
morphemic words than for monomorphemic words.
Neighborhood density had a robust effect on word
recognition, such that words in sparse neighbor-
hoods showed a strong bias over words in dense
neighborhoods. Moreover, a phonetically based
measure of neighborhood density accounted for a
much larger portion of the variation in the data than
a phonologically based measure. Finally, an SDT
analysis showed that morphological information can
interact with acoustic information, both in terms of
perceptual distinctiveness and response bias.
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